12.2 Probability Formulas
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Events: A, B

Probability: P

Random variables: X, Y, Z

Values of random variables: x, y, z
Expected value of X: p

Any positive real number: ¢
Standard deviation: c

Variance: ¢’

Density functions: f(x), f(t)

Probability of an Event
p(A)=22,
n

where
m is the number of possible positive outcomes,
n is the total number of possible outcomes.

Range of Probability Values
0<P(A)<1

Certain Event
P(A)=1

Impossible Event
P(A)=0

Complement
P(A)=1-P(A)

Independent Events
P(A/B)=P(A),
P(B/A)=P(B)

Addition Rule for Independent Events
P(AUB)=P(A)+P(B)
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where f is the density function.

Exponential Density Function
f(t):ke_“, n=>r,c’ =N
where t is time, A is the failure rate.

Exponential Distribution Function
F(t)=1-¢™,
where t is time, A is the failure rate.

Expected Value of Discrete Random Variables
n= E(X) = inpi »
i=1

where x; is a particular outcome, p; is its probability.

Expected Value of Continuous Random Variables

u=E<x>=_Txf<x>dx

Properties of Expectations
E(X+Y)=E(X)+E(Y),
E(X-Y)=E(X)-E(Y),
E(cX)=cE(X),
E(XY)=E(X)-E(Y),
where c is a constant.

E(X?)=V(X)+p?,

where

pn= E(X) is the expected value,
V(X) is the variance.
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Markov Inequality
P(X>k)< ?

where k is some constant.

Variance of Discrete Random Variables
o? = V(X)=E[(X -} ]= 3 (x, -,
i=1

where
X, is a particular outcome,

p; is its probability.

Variance of Continuous Random Variables

0" ~V(X)= B X} - [(x-pex)ax

—0

Properties of Variance
V(X+Y)=V(X)+V(Y),
V(X-Y)=V(X)+V(Y),
V(X +¢)=V(X),
V(cX)=c*V(X),

where c is a constant.

Standard Deviation

D(X) = V(X) = E[(X - ) ]

Covariance

cov(X,Y) = E[(X - p(X)XY - p(Y))]= B(XY ) - p(X)u(Y),
where

X is random variable,

V(X) is the variance of X,

u is the expected value of X or Y.



1300. Correlation
cov(X,Y)
XY )=——m—,
O v
where
V(X) is the variance of X,
V(Y) is the variance of Y.



